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l. INTRODUCTION

Robust parameter design is one of the most creativd
effective tools in quality engineering. This toolorks by
identifying factor settings to reduce the variationproducts
or processes. Robust parameter design had beetispdain
Japan for many years before it was introduced ¢oUhited
States of America by its originator Genichi Tagudahithe
mid-1980’s [1].

One of the central ideas in the Taguchi approach to

parameter design is the use of the performancerionit that
he called Signal-to-noise ratio (SNR) for variati@duction
and parameter optimization. The signal-to-noiseéords a
performance measure that combines the mean respokse
variance [2]. The extend to which maximization afcls
criterion can be linked with minimization of quaticaloss
was considered in [3].

The signal-to-noise ratio that is used dependshengbal
of the experiment. Different goals of the desige&geriment
are as follows:

1. The nominal the best: The experimenter wishestlie
response to attain a specific target value.

2. The smaller the better: The experimenter isrésted in
minimizing the response.

3. The larger the better: The experimenter is @diEd in
maximizing the response.

The signal-to-noise ratio has generated many coetstes
as seen by the discussions on Box's paper [4] hadhanel
discussions edited by Nair [5]. Different studiesé proposed
statistical improvements to the signal-to-noiseioratfor
example [6].

Multiple comparisons of treatments is one of thestmo
important topics in designed experiments. In ttexditure, the
concept of multiple comparisons of treatments based
signal-to-noise ratios is not studied. The objectnf this
paper is to propose statistical tests based oralsigmoise
ratios for pairwise comparisons of treatments whée
response variable is the nominal the best case.inially
define the signal-to-noise ratio for the nomina thest case.
In addition, for performing statistical inferencge determine

the asymptotic distribution of the estimate of gignal-to-
noise ratio. Statistical tests for pairwise comgams of signal-
to-noise ratios are presented. A Monte Carlo stadg an
illustrative example on real data are provided.

Il.  SIGNAL-TO-NOISERATIO FOR THENOMINAL THE BEST

CAsE
Let V,,¥,,..., Y, be a realization of iid random variables
Y., Y,,....Y normally distributed with meany and

variances”. In many cases, it is of interest to achieve a targe
value for the response, say =T, while the variation is
minimum [7]. Deviations in either direction are wsétrable. In

this case, Taguchi recommends the following sigoaleise
ratio:

,LIZ
SNR = lOIogw( ] (1)
Its estimate is obtained as
—2
SNR =10|oglo[§} (2)
where y= lz y, is the sample mean and
n i=1
13 —\2. .
& = _12( y - y) is the sample variance.
n-1iz
Note that (2) can be written as

SNR = 10Ioglo( ) 10log,( &) Kacker [8] pointed out

that in cases where the response variance and maean
independent, one or more factors (tuning or adjastm
factors) can be used in order to eliminate the aese bias,
that is, the adjustments result E(y) = T. If one assumes an

additional model, the loss functionE(y-T)reduces

toVar(y). As a result, the estimate of the signal-to-nod@r
reduces toSNR =-10log,,( §). If the meary is set at a
target value, then maximizingS/N\R is equivalent to
minimizing Ioglo(sz) [2]. When the variation in the

Ioglo(sz)component is larger than the variation in the

Iogm(y ) component,SNR is dominated by the variation in
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Iogw(sz). Therefore an analysis of the signal-to-noise ratio 2
essentially reduces to an analysidag,, (sz) [1]. of (8) = ’Li . (7
[ll.  ASYMPTOTICDISTRIBUTION OF THESTIMATE OF THE . o’ o
SIGNAL -TO-NOISE RATIO Applying the multivariate Delta theorem leads to

comparisons of signal-to-noise ratios, it is impattto know 2 o?

2
the distribution of the estimate of the signal-tose ratio. The

In order to conduct the tests of hypothesis forvpiak \/ﬁ{ln[yj—ln(ﬂz j] a
ag

multivariate delta theorem [9] is applied for detering the 2 0 2

asymptotic distribution of the estimate of the silgto-noise U n U

ratio. N0, 1 20 1|0 (8)
Result 1. Asymptotic distribution cNR = 0 | G

Let y,,V¥,,...,Yy, be realizations of iid random variables i o

Y., Y,....., Y normally distributed with meat and variance _
o’.Then the estimate of the signal-to-noise ratio foe x/ﬁ{ln[

é]_m[ﬂ_zj] z N[O,%+§J, (9)

nominal the best cas&SNR , is asymptotically distributed as

10 ) or equivalently,
normal with mean y, =(—jln ,u_2 and variance Vi) e W) 40?2
R In10 g Inf=| ~ N |n[—zj,ﬁ+—2 . (10)
0% ot s o®) mu® n
U-;\TR- :(mj > 2+—2 [10]
n n“u° n It follows that
Proof — a (10 W) 4o* 2
SNR ~ | — In| = |, +— |, 11
[Inlojh( {02] n’u® n? (11

The estimate of the signal-to-noise ratio for themimal

the best case, S®NR , can be written as a

- 92 10 7 where ~ stands foasymptotically

SNR =10log,,| = | = (—J (3)  Therefore, the estimate of the signal-to-noise orats
S In10 asymptotically distributed as normal, this is,

s

o

SNR ~ o2 ), 12
Let 9:(,u,az)be a vector of unknown parameters of the '\('USNR SNR) (12)

normal population such that the vect@r:()_/,sz) is its  where

estimator. We recall that the variance-covariancrim of _( 10 1P d
Hsim = Tom In| = | an

@is given by ([9]) In10
g’ 10 V[ 40?2
RO el Uémz(—j a2t (13
Var(e): n . (4) In10) { n“u* n
20"
0
n

IV. STATISTICAL TESTS FORPAIRWISE COMPARISONS OF

, SIGNAL-TO-NOISERATIOS

f (g) =f (,U,UZ) =In [/’_ZJ ( )! In this section, exploiting the properties of theymptotic
g normality and the Central Limit Theorem ([11], [L2we

present statistical tests for pairwise comparisoinsignal-to-

The corresponding partial derivatives respecttando?are,  NOise ratios when the response variable is of treimal the
respectively best case. We begin by considering two independenhal

Let f :R? . R be a bivariate function such that

or(6) o (u*) 2 O, 1 1 populations with meany, and variances?, i =1,2.
Tou =@ [Uz]= d 302 90° [Uzjz_a.z' 6) Suppose thag, andy, are two independent samples of
The gradient vector is sizes n, andn,, respectively, drawn from the above

mentioned populations such that:
Sample 11y, = Viy, Yipio, Yy, @Nd
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Sample 21y, = Y5, Yopeee s Yan, - The statistical test in case, u,, o, and o, are known is given
Let SNR and SNR represent the corresponding signal- -to-PY
noise ratios. The corresponding estimates of sitgrabise 7= SNR B SNR) ( SNR- S'ﬂ')z (18)
ratios areS/N\Rl and §I\TR2 respectively. It is desired to test O s, - SR, ,
the hypothesis
H,:SNR = SNR against k: SNR# SNR (14) and the statistical test wheg, u,, o, and g, are unknown is
or equivalently, (S/N\Rl - §NI3)—( SNR-  SNR
H,:SNR - SNR= Oagainst H: SNR- SNREO. (15) t= ~ : (19
1 2 1 2 JS’I\TR'l—gﬁRQ
Result 2. Mean and standard deviatioréNTRl - /S\NB UnderH,, SNR - SNR=0, and the statistics in (18) and

Let v, =¥ Yipeoon Yo, AN Y, =Y, Vo, Vs, D WO (1) reduce to the following expressions.
independent samples of sizesand n,, respectively, drawn The statistical test in casg, u,, o, and o, are known is given

from two independent normal populations with mgamand by
variance o7, i=12. Under h, the mean and standard ,_ SNR, - SNR

deviation of SNR, - SNR are asymptotically zero and TN, - SR,
10 [407 2 407 2 i 10 10, [y
(Inle\/nf/Ier r]12+ ng/122+ = respectively [10]. (InlO In (2} (1 ] é
Proof 10 402 +£+ 40; , 2
In fact, In10 Zonl onui on
~ B (10 @) (10 My
50 =200 )7 5 | stimt)
=SNR - SNR = 0. = 20
R R (t6) 40?7 2 do? 2 (20
ta t 2
nl,ul n 2/'12 n,

The standard deviation of the difference 8NR, and .
The statistical test in cas@, u,, 0,and o,are unknown is

SNRZ , saycrSWR SR, is determined as follows: given by
_ 2 2 —2 —2
Osin-swr, — V7 sve 77 ong ( 10 jln y% _( 10]In Y,
2 2 2 t _ SN'Q.1 —_ SNR _ Inlo S.L |n10 é

- (ﬂj 4o, 2 +(ﬂj Lo, 2 =
In10/ \ n'z’ n’ In10) \ nlu: nl o ( j\/ Sl F + - ' 2
2 —2 7T 3
N0\ nfy, Moy,

()22 (v7) =) (3
In10/\\n'g, n. nu, n A -In A

.
4

Result 3. Statistical tests for comparisgiR and SNR,

The statistical test for comparingNR and SNR, in the case 48 2 4S5 2
IV Va nlzsll nlz nzz_z n,
In[yl]—ln[yz]
1 S
. S a
Hi My 0,8nd 0, are known is 40’ 2 47 2 and ey Ho,, z ~ N(0,1)and t ~ t ,where
e v =n, +n,-2represents the degrees of freedom of the
[ ] [ ] distribution. The null hypothesid,, is rejected if|z| >z or
2
the statistical test becorrmc when

. a .
|t| >t, ,wherez, is theEquannle of the standard normal
+ Y 2

2
iy rﬁ g
W, U,,0,and g, are unknown [10].

N

distribution andt, is the %quantile of thet distribution
E'V
Proof with v degrees of freedom.
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V. MONTE CARLO STUDY OF THE PROPERTIES OF THE A=0.001, 0.01, 0.1, : The incrementA =0 implies equal
PROPOSEDTESTS parameters'

Monte Carlo simulations are performed to evaludte t
- X B. Results
performance of the proposed statistical tests imgeof test , , ,
sizes and powers. Sample means and sample varianees Table | shows the estimated sizes of the teststitatiThe
used to determine the estimates of signal-to-noaos. POPUlation parameters used @re= 4, =35 and o, =0, =2.
Simulation undeH ,, this is, simulation with equal population The row entries represent the proportion of timds was

parameters g, = 4, and o, =o,) permits estimating the rejected ata =0.05 under H,, this is, the proportion of
test size. Unded,, simulations are conducted after applyingtimesH is wrongly rejected. The test size is very clas¢he

an incremeni to the population parameters. Simulations withsignificance level. Moreover, it seems that the gansize
different values of population parameters givedbmates of does not affect the value of the test size.

power tests.
TABLE I. Estimated Type | error rates tofest for various sample sizes.

A. Procedure for Monte Carlo simulation Sample size | Type error
The simulation process has been conducted accotditige 10 0.0499
following procedure: gg 8.8382
1. From two independent normal populationX, and Y, 60 0.0496

2

such that X ~ N(,ux,ax) and Y ~ N(,L/Y,Ji),simulate

two independent samples of sizes = n, =10. Tat_)le Il contains _the estimated powers _obtalngd in
) changing the population means and population veesn
2. Calculate thez sample means and sample varianceginyitaneously. In this case, the population paterseused in
X,Y, g ands;. simulations are: y, =y, +4, and o, =0 +4,. The row
3. Calculate the estimates of the signal-to-noisasalgN\R entries represent the proportion of timég is rejected at
and SNR.. a=0.05 underH,, this is, the proportion of times, is
4. Based on asymptotic normality of the estimates h&f t correctly rejected.
signal-to-noise ratios, simulat&C =1000Creplicates of
— a > TABLE Il. Estimated powers of test for various sample sizes and various
SNR« ~ '\(/ISNR( ,U,,Smx ) and increments, changing the population means and ptipolvariances
_a simultaneously
2 ) .
SNR ~ !\(,U,SANR,U@W). Four configurations of sample Sample | 4,=0001 | a,=001 [ a,=01 | 4,=1
sizes are usech =10, 20, 30, 6C size | A,=0.001 [ A,=0.01 [ A,=01] A, =1
5. For each replicate, conducttatest for the null hypothesis ;8 g'gggg 8'2223 0'9?90 11
H,:SNR - SNR=0, and count the number of rejections 30 0.1365 1 1 1
(# Rejections). 60 0.9981 1 1 1
. - #Rejections . . . .
6. Determine the rejection rate— IO Table Il contains the estimated powers, obtained i
) ) ) changing the population means and maintaining ol
The parameters used in Step 1 are determined Hyia@p \ariances at constant values. In this

an increment according to the following scheme:
1. Simultaneous change of population means and papulat

variances. The population parameters are determamed Proportion of timesH, is rejected atr =0.05 underH,.

caseu, =y, +A, and o, =0, The row entries represent the

follows:
. TABLE IlI. Estimated powers ot test for various sample sizes and various
e = Hx + A, and g, =0y +4,; where A/‘ and A, are increments, obtainedri)n changing the populationnne;d maintaining the
increments in population mean and population vagan population variances at constant values.
respectively. Sample sizef A,=0.001 | A,=001 | A,=01 | A, =1
2. Changing the population means and maintaining the 10 0.0499 0.0504 0.0622 1
population variances at constant values. In thiese, the 20 0.0497 0.0549 0.4549 1
population parameters are determined as follows: 30 0.0503 0.0800 0.9996 1
U, = 1y + A, and o, =0 60 0.0596 0.08449 1 1
3. Changing the population variances and maintainimg t  tapje |v contains the estimated powers, obtained in
population means at constant values. In this c#8,  hanging the population variances and maintainiogufation
population parameters are determined as followsyaans at a constant value. In this
Hy = Hy and 0y =0+, casey, = u, and o, =0, +A,. The row entries represent the

Four configurations of increments are used: proportion of timesH, was rejected at = 0.05under H,.
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TABLE IV. Estimated powers of test for various sample sizes and various
increments, obtained in changing the populatioremaes and maintaining the
population means at constant values.

Sample size| A,=0.001 | A,=0.01 | A, =01 | A, =1

10 0.0499 0.0841 0.9997 1

20 0.0602 0.9000 1 1

30 0.1471 1 1 1

60 0.9995 1 1 1
Results in tabledl, Ill and IV show that the estimated

powers oft test increase as the increments increase. Efbécts

sample sizes to the estimated power$ ¢ést are remarkable.
For the same value of increment in the populatiarameters,
the proposed test detects a significance differdmetsveen
two values of signal-to-noise ratios, with high mowif the
corresponding sample size is also high.

VI. REALEXAMPLE

We consider the problem of a robust design conducte
a chemical process [11]. The target value is s@tat6. This
the best value obtained for the proportion of inies in [14].
The data obtained for the first two runs of theexkpent are
in table V.

TABLE V. Mean and variance values for the first tiams of the chemical
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signal-to-noise ratio is determined. We propostssizal tests
for pairwise comparisons of treatments with regtwdthe
signal-to-noise ratio when the response variabteédsnominal
the best case. The correction to these pairwisepadsons
can be done using the Bonferroni inequality asedtaby
Chang [15]. The correction consists in applying dugusted
level of significance and adjusteg— value.

lllustrations of the proposed tests based on sitiomand
on real data are presented. The values of the astiirtest
sizes are displayed in Table I. Tables II, lll, d¥ddisplay the
values of the estimated test powers according éo tkinee
scenarios presented in the paragraph on Proceduiddnte
Carlo simulation. The results of the Monte Carlmiations
show that the statistical tests we propose pregbe/¢est size
when simulations are conducted undé¢j and have excellent

powers when simulations are conducted umter
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